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ABSTRACT

A data stream is continuous, rapid, unbounded seguef data. Mining Frequent pattern in stream datgery
challenging because data can be scan one timeDudyto this reason traditional approach cannaidgefor data stream.
In this paper we give overview of growing field BaStream mining. Generating and maintaining assoniaule from
stream data is not easy task. Association rule tethiler and business manager by providing hiddseful information.

There are many algorithm proposed for efficientipimg Data stream which we discuss in this paper.
KEYWORDS: Association Rule Mining, Data Stream, Frequentd?PatMining, Stream Mining

I. INTRODUCTION

Association rule mining finds frequent itemsets athiare satisfying minimum support threshold value,
base on that strong association rules is generdteel.association rule generate set of rule whidlsfgauser defined
threshold value and Based on that one can devetokating strategies. Not only in sales marketihgreé are many areas
such as inventory management, sales managemestratejy management etc. in which this kind ofrgjrcule become

very helpful.

Data Stream
Data Stream

management Knowledge
Sources

System

Figure 1: General Framework

Now a days, Many organization, social website, senstwork and many other sources generate hughimnod
data and they are high speed in nature. Therefesed&chers and big organization got attention tZmta streaming

mining. Mining from rapid, unbounded, dynamic streaf data is very challenging. Therefore it is nnagsearch topic.

Data mining is a technique to extract hidden usefidrmation from large database. There are maggrahms
such as Apriori and FP Growth which can efficiendigcover pattern and trends from database. Theséraditional
algorithm which cannot used in Data stream minBigce these algorithm need to scan more than ame tt generate

frequent pattern from data, therefore it cannotyappcause in stream data we can scan data on/ one

There are many key challenges in data streamindgngnitnat need to be overcome like storage, higredpe
processing, immediate response etc. As shown iardiglata stream generated from many data souroésiseat
high speed in Data stream management system (DSK$SMS, algorithm may use different types of nidokesed on

user interest.
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Table 1: Difference between DBMS (Database ManagemieSystem and
DSMS (Data Stream Management System)

DBMS DSMS
Data type Static data Stream Data
Relationship Persistent data Volatile data stream
Access Random Sequential
Query One time Continuous
Storage Passive repository Active repository
Available memory | Flexible Limited
. Processing time is not Processing time is most
Algorithms . ) .
a constraint important as data may skip
Results Accurate Approximate
Response speed No time requirements  Real-timeresgents
Data scan Flexible One time scan only
Data Schema Static Dynamic

As shown in table 1[10][15], Stream data are cauirs, rapid, time varying and unpredictable andounded
and require quick repose. Therefore traditional DB&hd algorithms which are designed for static degenot suitable for
mining stream data because it cannot fulfil theunement of stream data mining. Example of dataasir includesSensor
network, web click-stream data, computer networknitasing, telecommunication connection data, Iritvasdetection,
readings from sensor nets and stock quotes, Emeatal and weather data. This type of data is @¢alleélata stream and

dealing with data streams has become an incregsimglortant area of research.

This paper will focus on the following sections. Section 2 we present motivation of data streamingin
Section 3 describe preliminaries and gives exampfequent pattern mining. Section 4 discussemuarissues regarding
data stream mining. Section 5 discusses analysieaiient pattern mining papers over data strearntheéend Conclusion

and future work of this paper are discussed inceé.

II. MOTIVATIONS

Now a day’s many organisation and researcher takitggest in stream data mining. Currently there many
sources produces stream of data continuously wdniehunbounded, rapid and highly dynamic in natis@ample include
sensor networks, wireless networks, radio frequedewntification (RFID), customer click streams,efghone records,

multimedia data, scientific data, sets of retadioitransactions, etc. These sources are calledsttaams.

Data stream mining is important research topiesearch community and the number of researchegaigong
in this field. Many algorithm and technology devedo and evolved for handling complexity and voluofedata,
still there is need of general purpose algorithrodet with smaller space complexity, smaller timenptexity and high

performance in nature[15]. Since it is under resdearea there are wide chances of exploration.

[ll. PRELIMINARIES

A data stream D={BB,,....,B\} is a an infinite sequence of batches where eamtichbBi contains a set of

transactions i.e. Bi={T,T,,... ,Tx} where k > 0. Each transaction T=(TIRIb,....,I,) is a set of items such th@tc D,

while n is called the size of transaction and T#Dunique identifier of the transaction. An itemise& non-empty set of

items. An itemset with size k is called an m itetse
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There are many types of window model which use rcgss data stream. A window, W, can be (1) either
time-based or count-based, and (2) either a larkiwardow or a sliding window. W is time-based if ¥énsists of a
sequence of fixed-length time units, where a védgiabumber of transactions may arrive within eaameti unit.

W is count-based if W is composed of a sequendathes, where each batch consists of an equaleturhkransactions.
W is a landmark window if W = {f, T, . . ., T}; W is a sliding window if W = {i..1, . - . ., |}, where each Tis a time

unit or a batch, Tand F are the oldest and the current time unit or batch.

An association rule is an implication of the form=AB, whereA C W, B C W, andANB= @. It helps to discover

combination of goods. Theccurrence frequency or frequencyof an itemset(x) | is the number of transactionat t
contain the itemset in a batch B and denoted ag(Xye Occurrence frequency is also called as albscdupport.

Support of X denoted by supp(X) is freq(X) / N, where Nt@al number of transactions received in W in dstaam.
It is also called as relative support. Suppore@) = P (A U B). Confidence of a rule X= Y denoted by conf(X) is

supp(X U Y) / supp(X) where c is the percentage of trarisastreceived in W, containing A that also cont&n

Confidence (AB) = P (B | A). The lift value indicates that hovany more times itemset occurred than expecte@nit ¢

interpret the importance of a rule. It is measura oule but it cannot be define as minimum lifttonimum support or

minimum confidence. Lift(X= Y) = confidence / expected confidence = Supp(X)J Bupp(X) * Supp(Y)

An itemset X is called afsequent itemset (FI) if supp(X) >= minSupp, where minSupp is user dediminimum
threshold support. An itemset Xétosedin W if there exists no proper super-itemset Yhstimat Y has the same support

count as X in W. An itemset X isfeequent closed itemset (FCIin W if X is both closed and frequent. An item¥eis a

frequent maximal itemset (FMI) in W if X and Y are frequent, and there existssnper-itemset Y such that XY.

To mine FIs/FMIs/FCls over a window in data strednis necessary to keep infrequent itemsets, mcaunay

become frequent later.
Example

In the example, there are 5 transactions. Eaclsddion contains number of items. For the simplivie use
A, B, C, D, E, F letters to denote items.

Table 2

SIENIM NI (&)

Itemset
AB,C.E
ADE
AB,C,D,E,F
B,C,E,F
B,C,D

In this example, A,B,C,D,E,F occurred 3,4,4,3,47%6 respectively.

Here minimum support=4 is set. Therefore only &, C, and E satisfy minimum support thresholderEfore
this items are frequent items because their ococer@alues are equal to the threshold value. I3 and F are called

as infrequent item sets. So they are omitted. Thisss called as frequent pattern mining.
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Let's take nonempty subsets of | = {B, C, Bie {B, C}, {B, E}, {C, E}, {B, {C}, and {E}. If th e minimum
confidence threshold is, say, 80%, then only 2sraliee output and they are (1) { B * B} {C}, Confidence=100% (2)
{C ~E} = {B} = 100%. Relative Support = 3/5 = 0.6 that medtnoccurs in 60% of all transactions.

Lift(X = Y) {B, E} ={C} has a lift of 0.6 / (0.6 * 0.8) = 1.25.
IV. GENERAL ISSUES IN DATA STREAM MINING
There are some crucial issues that need to be tat@eaccount when developing association rulesfogam data.
» Data Processing Model

According to the research of Zhu and Shasha[3@etlare three data stream processing models, Lakdma

Damped and Sliding windows[11].

_Data stream Deastem _Data Stream_

wi | wi wily|[4]

Start
Start
Start

w2 witos || wa1

[ wa G
wa witos || w2ros || w1 i N | N | N
Landmark Windew Damped Window Sliding Window
Figure 2

The Landmark model mines all frequent itemsets tiverentire history of stream data from a spetifiee point
called landmark to the present. In this model, matteach time point after the starting point elgiadportant. This model

is not suitable for mining where most recent infation and real time data are very important suctt@sk market.

The Damped model mines frequent itemsets overratdzda. In stream data, each transaction has waighthis
weight decreases with time. So in this model ned @d transaction has different weights. Due tovabcharacteristic of
damped model, It is known as Time Fading model. Slding window model mines frequent itemset oveean data by

temporary storing part of the data and processethi$ model, size of sliding window decided by che¢ application and
system resources.

Besides above mention windows, Jiawei Han et. abpgsed tilted time window model. In this model,
we are interested in frequent itemsets over afsgindlows[29]. Each window corresponds to differénte granularity for

example we are interested in every ten minuteghihour before that. Each transaction in this wmthas weight.
*  Memory Management

This is major issue in mining stream data. Thisludes choosing of efficient and compact data stngct
algorithm which can efficiently stored, updated aettieved data.

In traditional algorithm, we do multiple scan owsmailable data. This is not possible in data strbagause there
is not enough memory space to store all the traiosaand their counts. In simple terms, memory sizbounded and

Hugh amount of data are arrives continuously.

If we store the information in disks, the additibi® operation will increase the processing time.
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» Data Preprocessing

Data preprocessing is crucial aspect in the prooéstata mining. If data input to algorithm is nat proper
format then it cannot process efficiently. So poggsssing is needed and in which existing data finamsinto new data
which is in proper format and suitable for procegsiDifferent data mining tools available in therke have different

formats for input which makes the user forced am$form the existing input dataset into the newntadr
* One Pass Algorithm

There are many algorithms for mining stream datsel on result, they are categorizing as exactitiigts or
approximate algorithms. In exact algorithms, Thauheconsist of all the itemsets which satisfy suppalues greater than
or equal to threshold support. To Produced accuedalt in stream data, additional cost is neediedapproximate

algorithms, the result is approximate result witlwithout an error guarantee.
» Concept Drift

Since stream data are rapid and time varying, weaaassume that total number of class are fixezhuse
itemsets which are frequent can change as well avitlval of new data. So there is need of frequgmtating of model,
because old data are inconsistent with the new d#ta problem is known as Concept drift. If we lgeg non frequent
itemsets from consideration which can be frequethset later, we cannot get this information. Tfeeetechnique is

needed to handle concept drifting.
e Producing and Maintain Association Rules

Mining Association rule involves a lot of memoryda@PU costs. There is also one problem; procegsimgis
limited to only one online scan. So there is nekrkal time maintaining and updating associatide.rtilowever stream

data, if we update association rules too frequettily cost of computation will increase drastically
* Resource Aware

Resources such as memory space, CPU, and sometineegy are very precious in data stream mining.
One cannot ignore the resources availability, f@neple when main memory is totally used up in pssg® algorithm,
data will be lost and it lead to inaccuracy of tesuin general, if we don’t consider this probleinwill degrade the

performance of the mining algorithm.
APPLICATION DEPENDENT ISSUE
Based on need of application environments, assogiatle mining algorithms has different needs[11].
» Timeline Query
In some application, recent data are importantevimilother certain period of time data is importaase on user
interest. So it leads to issue of efficiently stgrand retrieving with timeline.

e Multidimensional Stream Data

There are some applications where stream data alté dimensional such as sensor data network. 8cetis
need of multi-dimensional processing techniquesrimming association rule. How to efficiently stotgydate and retrieve

the multidimensional information to mine associatiales in multidimensional data streams is andssu
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e Distributed Environment

In a distributed environment, stream data comes fnaultiple remote sources. So in this type of emwinent,
there are various issues that need to be consigér & communication overhead, computation overhead resource
overhead. Therefore there is need of distributegbrdthm which imposes low communication overheadnt®lled

interactive response time and which can paralldlinorementally generate frequent itemsets.

* Online Interactive Processing

There are various algorithms which allow user tadifyothe mining parameters during the processingope
Therefore, how to make the online processing istera according to user inputs before and durirgggtocessing period

is another important issue.
* Visualization

In some data stream applications, especially mdngoapplications, there is a demand for visuaiiratof
association rules to facilitate the analysis prec®$sualization of data in form of graph and gielps user to understand
the relationship between related associations hd¢®r so that they can further select and expospecific set of rules

from the visualization.

V. ANALYSIS - FPM OVER DATA STREAMS

Paper 1: Efficient Frequent Pattern Mining over Daia Streams

They uses prefix tree structure called as Compattem Stream (CPS)-tree [20]. They use dynamie tre
restructuring technique to handle stream data. Hestructuring, they use BSM method and Path adprstrmethod.
It finds exact set of recent frequent patterns wite use of Sliding window. For each new item a&ria window,

it restructure the tree. This is main disadvantaggause it needs more memory and time for recanistru
Paper 2: Mining Frequent Itemsets in Data Streams bing the Weighted Sliding Window Model

In the year 2009, Pauray S.M Tsai proposed weigslidthg window (WSW) [21] technique. This modeloa¥
user to specify various parameter for mining likeesof window, weight of window and number of windo
In each window, every transaction has weight anthef weight satisfies minimum weighted thresholtueahen it is
consider as frequent itemset. For large window, €xecution time of this model decreases. Thisajspkened because for
the small window size, number of frequent itemsedmall due to small number of transactions. Ttoslehuses Apriori
algorithm for candidate generation and this mae talore memory and time. Therefore instead of Apriwe can use

another algorithm like ‘eclate’ to improve mining.
Paper 3: Mining Frequent ltemsets over Data Streamésing Efficient Window Sliding Techniques

In the year 2009, Hue-Fu Li and Suh-Li proposed MFans SW algorithm[22] (Mining Frequent Item sefth
in a Transaction Sensitive Sliding window) which ased on bit sequence and it worked on 3 phases.
They are 1) Window Initialization 2) Window Slidirapd 3)Pattern Generation. Based on the MFITrang&¥/proposed
another algorithm called MFI Time SW to find the skfrequent item sets over time sensitive slidivigdow. Both of the

technique takes more memory usage when windowirsizeased. So hybrid approach or new techniquesaaa time.
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Paper 4: Mining Frequent Iltemsets with Normalized Weight in Continuous Data Streams

In the year 2010, Yo Unghee Kim, Won young Kim dhtgmo Kim proposed an efficient technique known as
WSFI mine[23] (Weighted Support Frequent Item seiging) with normalized weight over data streamisTdlgorithm
works in 3 phases. First phase is to divide strdata into 3 categories. They are (1) frequent itEthéatent items and (3)
infrequent items. Second phase is to store compméssnation of frequent itemset. In the Last phadgorithm discovers

frequent itemsets. This is very efficient algorithfinis algorithm can be improve by careful prunaignfrequent itemset.
Paper 5: Mining Frequent Patterns across Multiple [ata Streams

In the year 2011, Jing Guo, Peng Zhang, jianlong @ad Li Guo proposed new algorithm called as Hibri
streaming, H-stream for short. They uses H treesforing and maintaining historical and potenti@guent itemset.
It is used for collaborative and comparative fregugattern mining [24]. Author uses real time nepaper data for
analyzing. Main advantage of this algorithm is titatan efficiently mine frequent pattern from niplé streams.
Data may have confidential information, so one eg@ply privacy preserving technique to protect cderitial data.

It is often challenge to perform privacy preservindnigh speed data stream.
Paper 6: Compression and Privacy Preservation of Da Streams Using Moments

In the year 2011, Anushree Gowtham Ringe, Deekshad,SDurga Toshniwal mainly focused on data
compression and data privacy. They uses Momentritigo and it works on fixed sized sliding window ded[25].

This algorithm can be improved by adding noisesteurity purpose.
Paper 7: Mining Concept-Drifting Data Streams UsingeEnsemble Classifiers

Since stream data are very fast, dynamic and tanging in nature and one cannot assume that themely fixed
number of class. This is major problem because irmd# on old data becomes inconsistent with tiiéval of new data
and therefore frequent updating of the model iseasary. This problem is known as concept drifti6y[d his problem
address by the author and proposed general frarkewbich worked on drifting. The proposed algoritttombines

weighted multiple classifiers by their expecteddicgon accuracy to mine stream data.
Paper 8: A Simple Algorithm for Finding Frequent Elements in Streams and Bags

In this paper, author uses Landmark model and stoiest frequent items and their counts. It givesiete result
but for the accurate result additional cost is eeed his algorithm takes 2 scan to generate exasutliritems set[27].
Main advantage of this algorithm is that its memasage is low. This algorithm discards infrequeatmis and their
information. Infrequent items may become frequarfuture therefore it needs to be stored. It rexpult passes to generate

exact result so one can improve this by single .deaadditional it gives no guarantees regardirgefpositive.
Paper 9: Lossy Counting Algorithm

In this paper, author proposed classic algorithm fieining known as Lossy Counting Algorithm[28].
This algorithm is based on Apriori property[2] whisays that All nonempty subsets of a frequent itemset muset lzds
frequent.”. It uses landmark windowor processing data stream. Algorithm have goodrame space complexity.

It generates all frequent itemset and there isatgefnegative.
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VI. CONCLUSIONS AND FUTURE WORK

In this paper, several issues are discussed whiEhmeeded into consideration when dealing withastrelata.
Due to dynamic and irregular nature of data stredns typical to handle stream data. Present tegles produce
approximate results due to limited memory and they not as user friendly as needed which can adjigsstasome
parameters like in support, confidence and errte. rAs we discussed there is tread off betweenracguand response
time, one should choose suitable model and algorliased on need of application and users intdresiddition to this,
we have analyzed the different existing researctksvof frequent pattern mining over data streamerifgl and demerits

and future enhancements of the existing works lagediscussed.

We can conclude that most of the current mining@@ghes adopt an incremental & one pass algorithiohnis
suitable to mind data streams, but few of them eskithe concept drifting [19]. The problem of harglstreams is still a
challenge and has wide chance of exploration fta daning researcher to carry their work. In nowadaore high-speed
data streams are generated in different applicalimmains, like millions of transactions generatesht retail chains,
millions of calls from telecommunication companiesillions of ATM and credit card operations procasdy large
banks, and millions of hits logged by popular Wigbss As most of these problems are solved and wrificient and user
friendly mining techniques are developed for endrsisit is quite likely that in near future dateesim association rule

mining play key role in business world.

REFERENCES
1. “Data mining techniques” by Arun k Pujari.
2. Aggarwal, C. (2007). In C. Aggarwal (Ed.pata streams: Models and algorithms3pringer.
3. “Data Mining: Introductory and Advanced Topics” Maret H. Dunham

4. Bai-En Shie a, Philip S. Yu b, Vincent S. Tsengfiént algorithms for mining maximal high utilitygemsets
from data streams ith different models” Expert 8gsd with Applications 39 (2012) 12947-12960

5. “Chowdary Farha ahmed, Byeong-Soo Jeong” Efficimitting of high utility patterns over data streamishva

sliding window model, Springerlink.com, 2011.

6. www.borgelt.net/slides/fpm.pdf

7. “Data Streams: An Overview and Scientific Applicas’ Charu C. Aggarwal

8. Tanbeer, S. K., Ahmed, C. F., Jeong, B.-S., and Ye&. 2008. “CPtree: a tree structure for singkess frequent
pattern minings”. In Proc. Of PAKDD, Lect Notes Artif Int, 1022-102

9. Koh, J.-L., and Shieh, S.-F. 2004. “An efficientpapach for maintaining association rules based djuoséing
FP-tree structurés In Lee Y-J, Li J, Whang K-Y, Lee D (eds) Proc. oABFAA 2004. Springer-Verlag,
Berlin Heidelberg New York, 417—-424

10. Wang Jiinlong, Xu Conglfu, Cben Weidong, Pan Yunf8yrvey of the Study on Frequent Pattern Mining in
Data Streams”, IEEE International Conference one3ys, Man and Cybernetics 2004

Index Copernicus Value: 3.0 - Articles can be sernb editor@impactjournals.us




| Improve Frequent Pattern Mining in Data Stream 151 |

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

Nan Jiang and Le Gruenwald, “Research Issues ia Baieam Association Rule Mining”, SIGMOD Record,
Vol. 35, No. 1, Mar. 2006

K Jothimani, Dr Antony Selvadoss Thanamani, “An @iew of Mining Frequent Itemsets Over Data Streams
Using Sliding Window Model” International Journal of Emerging Trends & Techogy in Computer Science
(IJETTCS)

U. Chandrasekhar, Sandeep Kumar. K, Yakkala Umaeltah“A Survey of latest Algorithms for Frequent
ltemset Mining in Data Streamlnternational Journal of Advanced Computer Reskavolume-3 Number-1
Issue-9 March-2013

Neha Gupta and Indrjeet Rajput, “Stream Data Minfk@urvey”, international Journal of Engineeringdearch
and Applications, Vol. 3, Issue 1, January -Febr2al3, pp.1113-1118

M.S.B. PhridviRaja, C.V. GuruRaob, “Data mining asp present and future — a typical survey on simgams”
2212-0173 © 2013 The Authors.

James Cheng Yiping Ke Wilfred Ng, “A Survey on Atgbms for Mining Frequent Itemsets over Data Stiga

Anja Bachmann, “Challenges on Association Rule WinOn Data Streams in Contrast to Classical Astonia
Rule Mining Algorithms” Ausarbeitungen zum Semin@omputational Intelligence Methods Winter semester
2011/2012.

John Forrest, Michael Hahsler, Matthew Bolanos,trduction to stream: A Framework for Data”,

Southern Methodist University
Ruoming Jin, “Mining Data Streams”, Ohio State Uaraity, Columbus, OH 43210

Syed Khairuzzaman Tabeer, Chowdary Farha ahmedyriBy8oo Jeong, Young Koo Lee “Efficient frequent

pattern mining over data streams” 2008

Pauray S.M Tsai. “Mining frequent itemsets in dateeams using the weighted sliding window model”,
Expert Systems with Applications, Vol. 36, pp. 11611625, Elsevier 2009.

Hue-Fu Li, Suh-Li “Mining frequent item sets oveatd streams using efficient window sliding techeiju

Elsevier publication. 2009.

Yo unghee Kim, Won Young Kim and Ungmo Kim “Mininfgequent item sets with normalized weight in

continuous data streams”. Journal of informaticocpssing systems. 2010.

Jing Guo, Peng Zhang, Jianlong Tan, and Li Guoimdinfrequent patterns across multiple data streams.
In Craig Macdonald, ladh Ounis, and lan Ruthvers(E€IKM, 2325-2328, ACM, 2011.

Anushree Goutam Ringne, Deeksha Sood, and Durghniveal, "Compression and Privacy Preservation of
Data Streams using Momentdfiternational Journal of Machine Learning and Cortipg vol. 1, no. 5,
pp.473-478, 2011.

Haixun Wang, Wei Fan, Philip S. Yu, Jiawei Han; Muop Concept-Drifting Data Streams using Ensemble
Classifiers; ACM SIGKDD Int'l Conf. on Knowledge &Ziovery and Data Mining; August 2003.

Impact Factor(JCC): 1.5548 - This article can be denloaded from www.impactjournals.us |




[ 152

Himanshu M. Shah & Navneet Kaud

27.

28.

29.

30.

Richard M. Karp, Scott Shenker; A Simple Algorithior Finding Frequent Elements in Streams and Bags;
ACM Transactions on Database Systems; March 2003.

Motwani, R; Manku, G.S (2002). "Approximate frequgrcounts over data stream¥LDB '02 Proceedings of
the 28th international conference on Very LargedBhses346—357.

Chris Giannella, Jiawei Han, Jian Pei, Xifeng Yand Philip S Yu. Mining frequent patterns in dat@ams at
multiple time granularities. Next generation dataing, (212):191--212, AAAI/MIT, 2003.

Yunyue Zhu, Dennis Shasha; StatStream: Statiskittaditoring of Thousands of Data Streams in Real &im
Int'l Conf. on Very Large Data Bases; 2002.

Index Copernicus Value: 3.0 - Articles can be sernb editor@impactjournals.us




